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Abstract
Minimal invariant sets for sine’s mapping share some singular geometrical properties. Here we present some seemingly
unknown ones.
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1. Introduction
Alspach’s mapping is an example of a nonexpansive mapping on a weekly compact, convex subset of L1[0,1] that is fixed
point free. Recall that although we defined Alspach’s mapping, T, on

it is not fixed point free on this set. It is fixed point free on

In [4] and [12] modified versions of Alspach’s mapping are presented and shown to be fixed point free on all of C. Both of
these mappings have a unique minimal invariant set in contrast to Alspach’s mapping. In this chapter, we will explore Sine’s
mapping [12]. Sine showed that the mapping we refer to as ”Sine’s mapping” (S) is fixed point free on C using techniques
similar to those found in [1]. The existence of at least one minimal invariant set is obtain easily using Zorn’s lemma. That
was essentially the extent of  knowledge concerning Sine’s mapping prior to this work. Here, we will develop the tools to
show that (1/2)χ[0,1] ∈ D∞(f) for all f ∈ C. This will give us the existence and uniqueness of a minimal S-invariant subset of
C without the use of  Zorn’s lemma. As with Alspach’s mapping, there is an iterative method for constructing from below.
We will also give some supersets of the minimal invariant set.

The figure to the left represents a function, f , in C and the line y = 1/2. The figure to the right represents Sf and the line x =
1/2.
2. PRELIMINARIES

Recall Alspach’s mapping

Now, we define S : C→C by

We will use the properties of the cut function and additional properties here. Let a,b,c,M ∈R where 0≤a<b≤M. Then

The interested reader can verify this property by considering the three cases: c≤a, c ∈ (a,b), and c≥b. Furthermore, when  (1).
a, b, c, and M are as above

(2).  f,g ∈C have disjoint support, and
(3). supp(f)∪supp(g)=I ⊂ [0,1],

we have the following:
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3. ITERATES AND MINIMAL INVARIANT SET
To explore the powers of S, we will first need an auxiliary function. For fixed n ∈N, take i ∈N, such that 0≤ i <22n.  To define
σ, first write

with dj ∈{0,1} ∀ j, which is a base 2 representation. Then let

In order to use induction later, we will need a relationship between σ2n and σ2(n+m). Since σ is not defined for odd subscripts,
we could remove the 2. However, it is convenient to have the subscript represent the number of digits used in the binary
expansions of numbers in the domain. Also, we will see that σ2n is used in the formula for S2n. The needed relationship
between σ2n, σ2m, and σ2(n+m) is given by the following lemma.
Lemma:3.1. For n,m ∈N, take j ∈N, such that 0 ≤ j < 22m and for k ∈N with 0≤ k< 22n, we have

Proof. Before we get too far into the proof, we should note that d2m+l (2
2mk+j) = dl(k), for all 0≤ l < 2 n and

d h (22mk+j)=dh(j), for all 0≤ h< 2m. Now, consider

which concludes the proof of Lemma 3.1. Now, we are well prepared to prove the following:
Theorem:3.1. For n∈N and f ∈C,

If the graph of a function, f, in C is broken into 2 regions as in the figure to the left, the graph of Tf can be constructed by
resizing the portion of the graph of f and translating it to the appropriately labeled position in the figure to the right and
adding line segments to ensure that Tf is also in C(center). Flipping the graph about the y= 1/2 axis gives Sf(right). This is
denoted by the upside down region labels. Also, S is denoted by S in the figure.
Proof. We will use induction. To begin, we show the theorem holds for n=1. Recall that
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where k=22nj+i. This concludes the induction and our proof.
Lemma:3.2. For any f ∈C and s∈S,

Proof. Since s ∈ S is a finite sum of constant functions on intervals of the form E(i,n), it suffices to show Lemma 3.2 holds for
s=χE(l,2n), where n∈N and 0≤ l <22n. Fix m∈N. We have that

From here we wish to reorder the terms in the summation. To that end, define B :={j ∈N|0≤ j <22m} and
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A :={22ml}+B. Notice that we are summing over A. Now, using Lemma 3.1

which concludes Lemma 3.2.

Theorem :3.2
Lemma: 3.3
Proof. Take f ∈ C. From Theorem 3.2, S2nf converges weakly to

Theorem: 3.3. D∞((1/2)χ[0,1]) is the unique minimal invariant subset of (S,C).
Proof. Obviously, D∞((1/2)χ[0,1]) is non-empty, closed, convex, and S-invariant. Suppose M is a non-empty, closed, convex,
invariant subset of D∞((1/2)χ[0,1]) . Choose any f ∈ M. Recall that D∞(f) ⊂M. Lemma 3.3 implies D∞((1/2)χ[0,1]) ⊆M. So, M =
D∞((1/2)χ[0,1]). Therefore, D∞((1/2)χ[0,1])  is a minimal invariant set. Let B⊆C be any minimal invariant set. There is an f ∈B,
because B is non-empty. So, D∞((1/2)χ[0,1]) ⊆D∞(f)=B. Thus, D∞((1/2)χ[0,1])  is the unique minimal invariant set for (S,C).

Theorem: 3.4. Sine’s mapping, S, is fixed point free on C.
Proof. First, recall that the singleton containing any fixed point must be minimal invariant. Now, assume that S has a fixed
point in C. Since D∞((1/2)χ[0,1]) is the only minimal invariant subset of C by Theorem 3.3, it must be the singleton containing
the fixed point. However, S((1/2)χ [0,1]) = χ[1/2,1] n not equal to (1/)2χ[0,1], which give the contradiction. Thus, S is fixed point
free on C.

4. Discussion of Sine’s mapping
This is possible without using Zorn’s lemma because we have a formula for the iterates of S2. The formula actually leads to
much more that just the removal of a set theoretic axiom. Without a formula for the iterates of S, it is relatively easy to see
that all minimal invariant sets of S must be subsets of C1/2. However, the number, geometry, and elements of such sets were
hard to even guess. Now, the minimal invariant set, D∞((1/2)χ[0,1]) can be built from below using the definite of D∞.
Moreover, any invariant superset of D∞((1/2)χ[0,1]) can be used to exclude some elements of C from belonging to the minimal
invariant set as well. There are similarities between (T,C) and (S,C), and a few  important differences. S is actually fixed
point free on all of C, whereas T is not. This makes Sine’s mapping  somewhat more functionally useful. Also, T has a family
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of minimal invariant sets, whereas S has a unique minimal invariant set. This makes T a perfect example to have in mind
while reading [6], since it explores characteristics of parallel families of minimal invariant sets.

References
1. Alspach, D. E. A fixed point free nonexpansive map. Proc. Amer. Math. Soc. 82, 3(1981), 423 –424.
2. Bennett, C., and Sharpley, M. Interpolation of Operators. Academic Press Professional, Inc., 1987.
3. Chatterji, S. A general strong law. Inventiones Mathematicae 9, 3 (1970), 235–245.
4. Dowling, P. N., Lennard, C. J., andTurett, B. New fixed point free non expansive maps on weakly compact,  convex

subsets of L1[0,1]. Studia  Math. 180, 3 (2007),271–284.
5. Goebel, K. Concise Course on Fixed Point Theorems. Yokohama Publishers, 2002.
6. Goebel, K., and Sims, B. More on minimal invariant sets for non expansive mappings. Nonlinear Analysis 47

(2001), 2667–2681.
7. Kirk, W. A fixed point theorem for mappings which do not increase distances. Amer. Math. Monthly 72 (1965),

1004–1006.
8. Kirk, W. A., and Sims, B., Eds. Handbook of Metric Fixed Point Theory. Kluwer Academic, 2001.
9. Komlo´s, J. A generalization of a problem of Steinhaus. Acta Math. Hungar. 18 (1967), 217–229.
10. Sine, R. Remarks on an example of Alspach. Nonlinear Anal. And Appl.,Marcel Dekker (1981), 237–241.


