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Abstract
Face depicts a wide range of information about identity, age, sex, race as well as emotional and mental state. Facial
expressions play crucial role in social interactions and commonly used in the behavioral interpretation of emotions. Automatic
facial expression recognition is one of the interesting and challenging problem in computer vision due to its potential
applications such as Human Computer Interaction (HCI), behavioral science, video games etc.In this paper, a novel method
for automatically recognizing facial expressions using Deep Convolutional Neural Network(DCNN) features is proposed. The
proposed model focuses on recognizing the facial expressions of an individual from a single image.

Keywords: Facial Expression Recognition; Computer Vision; Machine Learning; Confusion Matrix; Support Vector
Machine; Deep Convolution Neural Network.

1. Introduction
Facial expression is an important part of nonverbal communication. Human expression recognition is influenced by certain
context. When a subject is being investigated, the investigator might be diverted by the subject’s voice tone or argument and
may forget to keep track of the facial expressions. Automatic facial expression recognition systems are exempt to such
contextual interference. Such systems can be beneficial in many fields, like gaming applications, criminal interrogations,
psychiatry, animations etc. State-of-art approaches attempt to recognize six basic facial expressions such as anger, disgust
happiness, sadness, surprise and fear.

Facial expression recognition techniques are based on either appearance features or  geometry features 1. Geometricfeatures
are extracted from the shape of the face and its components such as the eyebrows, the mouth, the nose etc. Appearance
features are extracted using the texture of the face caused by expression, such as furrows, wrinkles etc. In 1970s Paul Ekman

and Wallace V. Friesen, developed Facial Action Coding System (FACS) 2 which is the most widely used method for
describing and measuring facial behaviors. FACS is a system designed for human observers to describe changes in facial
expression in terms of observable facial muscle actions known as facial action units or AUs. FACS is demonstrated to be a
powerful means for detecting and measuring facial expressions and is recently used for feature extraction in combination with

other techniques such as Dynamic Bayesian Network (DBN) 3 and Local Binary Pattern (LBP) 4. Histograms of oriented

gradients (HOG) 5, Scale Invariant Feature Transform (SIFT) 6, Local Binary Pattern (LBP) 7 are few state-of-art techniques
for extracting facial features. Most of the above techniques use handcrafted features for facial expression recognition, and
therefore require particular efforts both in terms of computation cost and programming effort.

In recent years, deep learning using convolution neural networks(CNNs) for feature extraction of image data is becoming
more popular. Their popularity stems from their ability to extract good representations from image data. DCNN’s computation
intensive tasks can run on GPU, which results in high performance at very low power consumption. They have also yielded high

performance for some of challenges such as the CNN based model proposed by Kim et al. 8. CNN is extensively used for

facial feature extraction for determining age9, gender10 etc.

2. Related Work

Several methods have been reported in the literature to automatically recognize facial expressions. Lucey et al. 11 manually
labeled 68 facial points in key frames and used a gradient descent Active Appearance Model (AAM) to fit these points in the
remaining frames. It may not be possible to obtain accurate key points in many practical situations.

A study on using LBP for facial expression recognition is proposed by Shan et al. 12.  Here expression recognition is

accomplished using support vector machine (SVM) classifiers with boosted-LBP features. In 12, authors manually labeled eye
positions, which is not feasible in many practical cases. Computer Expression Recognition Toolbox (CERT) is proposed by

Littlewort et al. 13.
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CERT convolves through the registered face image with Gabor filters to extract the facial features and uses SVM and
multivariate logistic regression (MLR) classifiers to recognize facial expressions.

Lyons and Akamatsu 14 proposed a system for coding facial expressions with 2D Gabor wavelets for feature extraction,
having clustering for classification. These methods also require particular efforts, both in terms of computation cost and
programming effort.

Deep Convolution Neural Network (DCNN) framework is widely used for extraction of features from the images. DCNN uses
several layers leading accurate feature learning. Here the prelearned features are used as filters and these filters convolves
through the input image and produces the features which in turn are used by other layers of the network as discussed by

Krizhevsky et al. 15.

Techniques based on convolution neural networks have been proposed for facial expression recognition such as the model

proposed by Kahou et al. 16.

But they extensively train the model with other facial dataset.   Se´bastien 17  used  Deep  Convolution  Activation  Feature
for  Generic  Visual Recognition(DeCAF) 18 for facial feature extraction that does not require extensive training, but DeCAF
is too slow to use it for training even the small image dataset as it does not support GPU.

3. Proposed Method
In this work, automatic facial expression recognition using DCNN features is investigated. Two publicly avail- able datasets

CK+ 11 and JAFFE 20 are used to carry out the experiment. Pre-processing step involves face detection for the above two

datasets. The frontal faces are detected and cropped using OpenCV 21.

Then facial features are extracted using the DCNN framework. Algorithm 1 illustrates the steps for recognizing facial
expressions. Subsection 3.1 describes the facial feature extraction using Convolution Architecture for Fast Feature

Embedding(Cafe) framework 19.

Feature Extraction Using Cafe
Feature extraction is performed using Cafe on Graphics Processing Unit (GPU). The convolution neural network architecture,

which is used for ImageNet 15 object detection is used to extract facial features. Image Net uses eight learned layers which
includes five convolutional and three fully connected layers for object detection. In this work, features are extracted using only
first five layers. These layers are combination of convolution, Rectified Linear

Algorithm 1 Algorithm for recognizing facial expressions usingDCNN.
Procedure Recognize-Facial-Expressions.
For All Images (I), Depicting Facial Expressions Face Dataset Do.
Convert The Image (I) To Gray-Scale.
Detect frontal face in (i) and crop only the face (c)
Extract POOL5 (25666) features for cropped face (c) using DCNN copy predefined facial
Expression label for each image (i) as per the input dataset wuse the resulting POOL5 vector
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Fig. 1: The Cafe Image Net pre-trained model of dimension 9216(25666) for tenfold and leave-one-out cross validation with
SVM classifier to recognize facial expression Units(RELU), Local Response Normalization(LRN) and pooling operations. The
operations are repeated, to form different layers as per the model shown in Figure 1. The features extracted after pooling
operation at fifth layer (POOL5) are used for recognizing facial expressions. This is the layer where features are most visibl e
and also the POOL5 feature length (6 6 256) is feasible to use in classifiers to recognize facial expressions.

The first layer is the convolution layer. This model uses 96 filters with size 11113. This layer extracts the low-level edge
features. Figure 2 shows the sample output after first convolution filters being applied on a face image.The second layer is
ReLU ( Rectified Linear Units). This layer increases the nonlinear properties of network. For any given input value x, ReLU is
defined by ( f (x) = max(0, x)).Pooling is the next layer. In pooling layer, small rectangular blocks from the previous layer are
taken and subsam- pled to produce a single output from that block. In this model, max-pooling is used. 3 3 rectangular blocks
with an interval of 2 pixels are used for max-pooling. Figure 3a shows the facial features before

Fig. 2: Output of first convolution layer applied on face image

(a) (b)

Fig. 3: Extracted facial features (a) before applying max-pooling; (b) after applying max-pooling.
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Performing the max-poolingand Figure 3b depicts the facial features after performing max-pooling. It can be seen that after
pooling, facial edges are retained even though the dimension of the image is reduced.The fourth layer is LRN (Local Response

Normalization). This is the brightness normalization layer given by (1 + (α/n) i xi
2β), where α and β are tuning parameters with

the default values 1 and 5 respectively. This layer normalizes the brightness, so that the relevant features are more visible and
irrelevant features are reduced.

Once the features are extracted, SVM is used for classification. Best kernel for SVM is estimated using grid search estimators
22. Grid search exhaustively considers all parameter combinations on a dataset and the best combination is retained. Here 50%
of the dataset is used for training and 50% for testing. The accuracy is evaluated and the estimator provided good accuracy for
SVM linear kernel over other kernels. So SVM one-vs-one (SVC) and one-vs- all (LinerSVC) classifiers are used to recognize
facial expressions. In SVM classification, parameter C controls the trade of between errors on training data and margin

maximization (C = leads to hard margin) 23. Leave-one-out and tenfold cross validation methods are used to estimate the
performance. In case of tenfold cross validation, the dataset is divided into ten sets. One set is used for testing and remaining
sets are used for training the model. Confusion matrix is used to visualize the performance of a classifier as it identifies the
nature of the classification errors, as well as their quantities. The diagonal elements in the confusion matrix represent the
number of correctly recognized expressions for each class. The of-diagonal elements represent the unrecognized expressions

or the recognition error. Given the confusion matrix, the accuracy is calculated using Equation 124. Accuracy is also measured
using F1 score (F measure) using precision and recall as given by Equation

2. Python machine learning tools 22 are used to implement the proposedmodel

(a)
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(b)
Fig. 4: Confusion matrix for CK+ dataset (a) Unnormalized; (b) Row normalized

4. Experiments and Results
Two publicly available facial expression datasets were used to evaluate the proposed method. CK+ 11 dataset includes 327
video sequences acted out by 118 participants. Each sequence is labeled with one of the following emotions: anger, contempt,
disgust, fear, happiness, sadness and surprise. The sequence consists of approximately 10 to 30 frames; only last frame is used
to recognize facial expression. Every sequence starts with the neutral emotion and the last frame depicts the emotion which is

for the corresponding label. Japanese Female Facial Expression (JAFFE) 20 consists 213 facial expressions acted by ten
subjects. It consists of 30 anger, 29 disgust, 32 fear, 31 happiness, 30 neutral, 31 sadness and 30 surprise expressions.

All 327 sequences of the CK+ dataset and 213 images from JAFFE dataset are used for evaluating the proposed model. Tesla
K20Xm GPU system with compute version 3.5 is used to carry out the experiment.

Cross Validation for CK+ Dataset
Leave-one-subject-out cross validation method is used to test the model. Figure 4a shows confusion matrix for best SVM
classification with the C value equal to 1e1. The numbers in the confusion matrix represents the number of images for a
particular facial expression. For example in Figure 4a, out of 18 contempt facial expression samples, 15 are rightly identified
as contempt and 3 are wrongly identified as anger, happiness and surprise. In total, the facial expressions are correctly
recognized for 314 images out of 327, with an accuracy of 96.02%. The normalized confusion matrix is shown in Figure 4b. It
can be seen that most of the expressions are recognized correctly except for the sequences that contain sad expressions. This
might be because the samples available for sadness expression are less and few of the sequences- for example S131.003,
S026.002 etc. are not obvious to be recognized as sad expressions.

Since few of the state-of-art literature use only six universal expressions excluding contempt, the recognition is performed
using six universal expressions (without contempt). The confusion matrix as shown in Figure 5a depicts the best mapping of
true and predicted expressions with C=10.0 for SVM one-vs.-all classifier. The accuracy of facial expressions recognition for
the proposed method for six universal expressions is 97%.  Figure 5b provides the normalized confusion matrix for six

universal expressions. This is 13% more accurate than the baseline results 83.33% 11.

Cross Validation for JAFFE Dataset
All 213 facial expressions images that are available with the JAFFE dataset were used to evaluate the proposed method.

Thebaseline similarity rank using Gabor 20 filter is 0.679. From the baseline literature 20, it was not clear regarding the

accuracyof the model, so evaluation of the proposed model is compared with the model proposed by Lyons ET. Al 14.
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They extractedthe features using 2D Gabor wavelet representation and performed ten-fold

(a)

(b)
(a)
(b)

Fig. 5: Confusion matrix for CK+ dataset for only six universal expressions (a) Unnormalized; (b) Row normalized

(c)
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(a)

(b)
Fig. 6: Confusion matrix for JAFFE dataset (a) Unnormalized; (b) Row normalized

Cross validation which resulted 92.00% recognition accuracy. The proposed model with DCNN features and ten-fold cross
validation results in 98.12% accuracy. Here the dataset is divided into ten folds using Python’s StratifiedKFold ma - chine
learning tool by setting the snuffing parameter. Figure 6a depicts the confusion matrix for JAFFE dataset.  The results show
that out of 213 facial expressions images, the proposed model correctly recognizes expressions for 209 images with an
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accuracy of 98.12%. Figure 6b depicts the normalized confusion matrix. It can be seen that the accuracy for most of
expressions is near 100%. Leave-one-sample-out cross validation is also performed and the no change in accuracy is found, i.e
the results show the same confusion matrix as shown in Figure6a.

Figure 7a depicts the Precision-Recall curve for the results of ten-fold cross validation. From the graph, it can be seen that
recognition accuracy is 100% for fear and neutral expressions. There is slight deviation for happiness expression, as two of the
expressions belonging to sadness and surprise are wrongly classified as happiness. Figure 7b provides the details of the fac ial
expressions, for which the prediction mismatches with the corresponding labels provided in the dataset. It can be seen that the
facial expressions match more with predicted classes rather than the corresponding actual labels provided in the dataset.

In information processing, F1 score (F Measure) is a measure of classifier’s accuracy, as it considers both precision and recall.
Table 1 summarizes F1 score for the proposed method.

Comparison of state-or-art recognition accuracy with the proposed model is shown in Table 2. It can be seen that proposed
model provides the best recognition accuracy for JAFFE. For CK+, better results were obtained by other state-of-art literature.

Methods proposed by Siddiqi et al. 25 and Mlakar et al. 26 results in better performance when neutral images are used along
with seven basic expressions, but it can be noted that only few subjects (10, 106)  were used for cross validation.
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(a) (b)
Fig. 7: (a) Precision-Recall curve for JAFFE dataset; (b) Misclassified facial expressions for JAFFE dataset Table 1:

Overall accuracy of the proposed method.

Table 2: Comparison of recognition rate obtained by proposed model with state-of-art literature.

Dataset Method Accuracy

CK+ Shan at el. (2009)(six classes) 12 89.1

Jeni at el. (2011) (six classes) 27 96

Proposed Method(six classes) 97.08
Kahou et al. (2015) (seven classes) 91.3
Proposed Method(seven classes) 96.02

JAFFE Lyons et al.(1999) 14 92

Zhao et al. (2011) 28 81.6

Zhang at el .(2011) 29 92.93

Mlakar at el. (2015) 26 87.82

Proposed Method(TenFold) 98.12
Proposed Method(leave-one-sample-out) 98.12

For verifying the proposed method for CK+ dataset, all 118 subjects were considered with 327 sequences without neutral
expression. The proposed method approximately requires 140-145ms to extract the facial features for an image on Tesla
K20Xm GPU, which is significantly less compared to feature extraction techniques that uses only CPU (700 -900 ms).

An application has been developed on UNIX platform using Python machine learning tools and Cafe. This application
recognizes the facial expressions from either an image or video sequence. Along with JAFFE, CK+ facial expression datasets,

Dataset Cross validation method F1 Score

CK+ Leave-one-subject-out(six classes) 0.9708
Leave-one-subject-out(seven classes) 0.96024

JAFFE Ten fold 0.9812
Leave-one-sample-out 0.9812
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images from Google search are used to train the system using the above proposed model. Approximately 150 images are used
for each facial expression class to train the model. The output of the classifier is saved and used for testing the recognition of
facial expressions for unknown faces. For a video sequence the facial expression for every frame is recognized and result is
shown using a bar graph. Figure 8 shows output for three facial expressions namely happy, sadness and surprise.

4. Conclusion
Facial expressions convey the emotional state of an individual to the observers. An efficient and faster method to recognize the
facial expressions is proposed in this paper. The facial features are extracted using deep convolution neural network using
Cafe on CUDA enabled GPU system. The proposed method is evaluated on two publicly available datasets and state-of-the-art
results are achieved. Since GPU based Cafe module is used to conduct the experiment, the time required to extract a features is
significantly reduced. The proposed model can be adopted to any generic facial expressions recognition dataset that either
involves recognition in static images or video sequences. No retraining or extensive pre-processing techniques are required to
adopt the proposed method for facial feature extraction. The future work involves exploring other DCNN pre-trained models

such as Google Net 30.
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